
Overview of recipesMotivation and contribution 
Total Loss:Motivation:

Model robustness in handling complex real-world data 
challenges, such as long-tailed classification, learning with 
noisy labels and data corruptions.

Contribution:
1. Simple and effective approach SURE for building reliable 
and robutst deep networks.

2. SOTA performance in failure prediction across various 
datasets and model architectures. 

3. Competitive results to SOTA specialized methods in real-
world scenarios : long-tailed distribution, label noise and 
data corruption.

RegMixup regularization:

Correctness ranking loss:

Cosine Similarity Classifier:

Sharpness-Aware Minimization: Stochastic Weight Averaging:

Failure prediction

SURE consistently outperforms other methods across various backbones and all evaluated metrics

   Learning with noisy labels: Animal-10N dataset (left) and Food-101N dataset (right)

SURE achieves SOTA performance on learning with noisy label task without any task-specific adjustments

SURE achieves SOTA performance under long-tailed distribution 

                  Long-tailed classification

    Failure prediction under distribution shift (CIFAR10-C)

SURE enhances the failure prediction performance across a spectrum of corruptions

SURE leads to clearly better confidence separation than MSP and FMFP.

Visual results of an example from CIFAR100-LT IF=10

Increasing entropy for hard samples
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SURE contains two aspects: 
· Increasing entropy for hard samples  · Enforcing flat minima during optimization.

Experiments

SURE: SUrvey REcipes for building reliable 
and robust deep networks

Yuting Li,  Yingyi Chen,  Xuanlong Yu,  Dexiong Chen†,  Xi Shen†

Paper:                       Code:


